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Impact of the paper   ● Social Media
● News



Social Media

About 41,000 results!



News report
https://www.cnbc.com/video/3000617713



News report

Riccardo Miotto, PhD, from Icahn School of Medicine at Mount Sinai.

 NVIDIA GPU Technology Conference.



Background ● Electronic health records
● Journal background 
● Previous works



Electronic Health Records 
● Digital Real Time version of a patient’s 

paper chart

● Information from all clinicians involved 
in a patient’s care.

● Eliminates concerns about illegibility.

● Offer promise for accelerating Clinical 
Research and Predictive Analysis.

● Structured and Textual data



Discussion on EHR Data for Machine Learning
● Empty or Inaccurate data fields: 

○ May reject EHRs for technical malfunctions.
○  Copy and paste for routine or follow-up visits.

● Difficult to analyse:
○ Record is thousands of pages
○ Textual data is difficult to analyse

● Some major challenges: 
○ High dimensional data
○ Noisy data
○ Heterogeneity
○ Sparseness
○ Random errors
○ Same representations using different expressions (Abstracted from Weiskopf et al., 2013)



Journal Background
Scientific Reports, a Nature journal, publishes in natural and clinical sciences.

Publish scientifically valid primary research from all areas of the natural and clinical sciences

● 5-year impact factor: 4.8
● Article influence score: 1.4
● Considers solely scientific validity

Authors’ Background:

● Riccardo Miotto
○  Data Scientist

● Li Li and Brian A. Kidd
○  Genetics and Genomic Sciences

● Joel T. Dudley 
○ Genetics and Genomic Sciences
○ Medicine



Previous works and shortcomings
● Supervised feature selection: 

                           
○ Experts designate the 

patterns and clinical 
variables

○ Scales poorly, does not 
generalize 

○ Novel patterns and features 
not detected 

● Data-driven approaches 
(RawFeat):

○  Patient representation: 

■ 2D vector with all available 
data descriptors

○ Sparse, noisy, repetitive 
representation

○ Unsuitable for modelling 
hierarchical or latent 
information



Papers’ Approach

● Deep Neural Networks:
○ Captures hierarchical and latent 

information in EHRs.

Previous Approaches: 
● Supervised feature selection
● Data Driven Approach                          

● Unsupervised feature selection:
                            

○ Automatically identifies patterns  

○ General representation 

○ Representation better understood by 
machines 

○ Easier to build classifiers on 

○ Improves prediction for diverse 
clinical condition types 

Deep Patient: 
● Unsupervised feature selection
● Deep Learning: 

○ Stack of Denoising Autoencoders
● Domain Free   
● No human effort required
● Works for both supervised and 

unsupervised applications                       

                          



Technical Ideas
Deep Patient Methodology

● Data Preprocessing
● Model: 

○ Three layers of Denoising 
Autoencoder

○ Sigmoid Activation Function
○ 500 hidden units per layer
○ 5% Noise corruption factor

● Loss function: 
○ Reconstruction Cross Entropy 

function 

● Optimization: 
○ Mini-batch SGD

● Evaluation: 
○ Area under ROC curve
○  F-score
○ Accuracy



Framework to derive 
the Deep Patient 
Representation

       Preprocessing

  Raw Patient Representation 

Unsupervised Deep Architecture

Robust Features

Applying features to Hospital data

Deep Patient Representation 



Data Preprocessing:

○ Training Data: 
■ 700,000 patients and 78 diseases 
■ Records upto Dec 31, 2013
■ Sampling 200,000 patients with at 

least 5 records

○ Test Data: 
■ 76, 214 patients and 

78 diseases
■ Records in 2014
■ At least 10 records

● Input to the Feature Learning Algorithm:
○  Raw patient vectors using relevant normalized phenotypes

● Dataset used: 
○ EHR of Mount Sinai, NY Data Warehouse with at least 1 record



Data Preprocessing:
● EHR Preprocessing:

○ Open Biomedical Annotator: Extracts 
biomedical concepts from text

○ Negated tag: Irrelevant and discarded
○ Family history tag: Differentiated from the 

patient related tags
○ Duplicated information: Removed
○ Sparseness: Reduced
○ Note summarization:

■ Topic Modelling using Latent Dirichlet 
Allocation

■ 300 topics: Estimation of no. of topics using 
Perplexity analysis

 

Semantic abstraction of 
information

One Topic based 
representation for all notes of 
each patient



Data Preprocessing: 
● Disease Selection

○ To state the diagnosis of a disease: ICD 9 codes 
■ Disease labels were used by ICD-9 codes, which are considered not so accurate. 

○ 231 disease definitions: Different codes referring to same disease
○ Further Filtering based on:

■ Diseases with at least 10 training patients
■ Diseases related to:

● Social behaviour
● External Life events 
● Too general (Other cancers), were discarded

● Descriptor Selection: 
○  Less than 80% patients 
○ More than 5 patients 
○ Raw dataset ~ 1% of entries in Patient Descriptor matrix

78 Disease 
Vocabulary

41072 Descriptors



Unsupervised Deep feature learning pipeline:



Exploring the no. of layers in the deep architecture
● Training: 

○ 200,000 patients and 78 diseases 
● Testing:

○ 76214 patients and 78 diseases
● Evaluation Metrics:

○ AUC-ROC
○ Accuracy
○ F-score

● Classification results stabilize after 3 
layers of SDA 

            3 Layers in SDA is optimal 



Denoising Autoencoder ArchitectureModel:

● Stack of 3 Denoising Autoencoders
○ Trained independently layer by layer
○ Same structure and functionality for all

Input:  

Output: Hidden representation 

Reconstructed Vector: 

● Minimize Average Reconstruction Error 

○ 3 layers of Denoising Autoencoders
○ Sigmoid Activation Function
○ 500 hidden units per layer
○ 5% Noise corruption factor

Encoder Decoder



Denoising Autoencoders
● Denoising:

○ Noisy version of Initial data used 
○ Prevents Overfitting 

○ Fills artificially introduced blanks

● Procedure to Denoise:

○ Corrupt the input through stochastic mapping 

■ Fraction of randomly selected elements are zeroed - Reflects Missing EHR Data

○ Map the corrupted input to hidden code

○ Map back to the reconstructed vector 

● Each patient is a dense vector of 500 features



Future Disease Prediction:
● Random Forest Classifier (one vs all learning)

○ Assumed that:
■ Better performing
■ Easy to tune
■ Robust to overfitting 

○ 100 Trees 

● Each Patient  is represented as a vector of disease probabilities 

No Verification Provided

GIT for an implementation of “Deep Patient”: https://github.com/natoromano/deep-patient



Preprocessing and Model Discussion Points:
● Records only from one region (Mount Sinai, NY) 

were collected both in training and test datasets

● Random sampling used for the training set

● Cross validation (how many folds)

● At least 10 records for each test case and 5 
records for each training case

● Same structure and functionality for all 
autoencoders in the SDA model 

● Disease Selection Procedure

● Descriptor Selection Procedure

● Missing Data filled using Denoising of 
Autoencoders 

● Use of the reconstruction cross entropy 
loss function (justify)

● Use of the Mini Batch Stochastic Gradient 
Descent Optimization (justify)

● A negated tag was considered non 
relevant and discarded

● Use of Family history tag in the analysis 

● Use of Random Forest Classifier



Results 

● Evaluation by disease 
○ To measure prediction of patient developing 

new diseases within one year 

● Evaluation by Patient
○  Disease predictions with score > 0.6 
○ Temporal windows (30, 60, 90 days) 

● Model comparison:
○ PCA with 100 PCs
○ K - means with 500 clusters
○ GMM with 200 mixtures
○ ICA with 100 PCs 
○ Deep Patient

● Score Comparison Metrics:
○ AUC-ROC
○ Accuracy
○ F-score



Evaluation by disease

● Prediction accuracy of each Feature Extraction strategy:
○ AUC-ROC
○ Accuracy  
○ F-score

■ Threshold: 0.6
○ t -test for Statistical Significance



Evaluation by disease

● Disease Wise accuracy: 
○ AUC-ROC

■ Raw Feat
■ PCA
■ Deep Patient



Discussion on Disease Classification Results:

Best Predicted Diseases: 

Worst Predicted Diseases:

Analysis of what leads to the distinction!

Deep Patient attains highest 
accuracy on every disease 
but “Cancer of brain and 
nervous system”  - Why?



Evaluation by patient

● Evaluation of Precision for different time intervals 
● UppBnd - Best results achievable 



Discussion  

● Significance/ Advantages
○ Not Optimized for any specific task

● Applications 
○ Patient Clustering and similarity
○ Treatment recommendations etc.

● Limitations/Future Work
○ Including lab test results etc.

● Piazza Points 
○ Time series data etc.



The Good
● Large Dataset (34 years and 1.2 million patients)

● Captures hierarchical regularities and patterns

● Achieves low dimensional representation of EHR data

● Outperforms original EHR representation 

● Helps scaling Hospital data warehouse

● Domain Free (Not optimized for any specific task)

○ Can fit different clinical applications

● No human effort (Unsupervised)

● Applicable to supervised and unsupervised

● Outperforms other feature extraction 

schemes: 

○ PCA, ICA, K means, GMM.

● Representation better understood by 

machines 

○ Easier to build classifiers on 

● Evaluation using 3 different metrics: 

○ AUC-ROC, F score, Accuracy



The Good
● Comparison with different number of layers for deep 

architecture selection 

● Topic based representation of a patient averaged over 

all the notes

● EHR Pre processing: Topic modelling, Open Biomedical 

Annotator 

● SDAs and feature learning do not focus on a particular 

clinical descriptor 

○ Learns Non Domain specific descriptors 



Applications
● General Feature learning

○ Personalized Prescriptions

○ Treatment Recommendations

● Unsupervised vector oriented representation

○ Patient Clustering and Similarity

● Scales for billion records 

● Single Representative distribution 

● Updating model corresponding to change in 

patient population

● Safe exchange of Data between hospitals 

○ Joint Feature learning between hospitals 

● Early prediction may help alert care providers 



Limitations

● Classification results only for Random Forest

● Dataset used only from a single region

● No comparison with other optimization schemes 

or activation functions 

● No analysis on factors affecting the performance 

of model on various diseases

● Not all diseases had high predictive power

●  Didn’t compare with T. Lasko, PLoS ONE, 2013 [7] 

with similar methodology and dataset.

● Disease labels were used by ICD-9 codes, which are 

considered not so accurate. 

● Inclusion of lab test values may improve the 

situation for the diseases with low prediction power 

● Temporal sequence of vectors representation 

instead of one vector is expected to improve results

● Additional features to the EHR dataset

○ Insurance, Family history and behavioral 

details

● Preprocessing using PCA and then Deep Modelling 

● Application to a specific clinical domain to 
qualitatively evaluate outcomes

● Inclusion of data from more institutions in the model

Future Improvements

https://github.com/greenelab/deep-review/issues/78


Some Points to discuss
● Use of EHR dataset

● 78 diseases out of 231 general diseases

● Distribution of the diseases in the dataset

● Dataset used from only one region for both training and testing 

● Negated tags were considered non relevant

● Family tags were separated

● Choice of at least 5 records per patient for training

● Choice of at least 10 records per patient for test

● Descriptor selection Procedure

● Additional features to the EHR dataset

○ Insurance, Family history and behavioral details



Some other interesting Piazza Ideas 
● Use of Time Series data 

● Utilize only the Random Forests for the disease 

classification task.

● Their train/test split being before 2013/after 

2014 (try to predict the potential diseases in the 

futures for any patient given their health history)

● Comparison with a classifier using Feature 

Selection or network embedding based 

approaches

● Values of lab tests instead of frequency

● LSTM instead of LDA

● Kernel PCA, Spectral Clustering 

comparison 

● Cross-entropy function as the loss 

function, is it the best choice?

●  Diseases that could not be predicted 

from the EHR labels were filtered

● Diseases may have an effect on one 

another

● Autoencoders?

● Optimization Scheme?
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       Thank you        Questions?



Faraz Notes
1. Classifier with Feature Selection comparison: Did not perform the 

comparison well
2. Is the data open source, can we replicate the paper
3. Get insights from the Twitter, News post and discuss
4. Why encoder, decoder
5. Some issues with collection of data, noisy 
6. Put Limitations and future work within the slides 



Limitations

●

●

●

●

●

●  Didn’t compare with T. Lasko, PLoS ONE, 2013 [7] 

with similar methodology and dataset.

●

●

●

● Preprocessing using PCA and then Deep Modelling 

●
● l

Future Improvements

https://github.com/greenelab/deep-review/issues/78

